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Abstract—In this paper, we propose a robotic solution to the
problem of container loading in warehouses and distribution
centers. The container loading problem is modeled as an Online
3D Bin Packing Problem (O3D-BPP), where the information
about future sequences of the objects to be packed is not known
apriori unlike the offline problem which necessitates aprior
knowledge. We propose a novel DQN-based deep reinforcement
learning (DRL) approach to solve the O3D-BPP. We have
developed a physics-enabled PyBullet simulation environment
of a warehouse sorting center in which a reinforcement learning
agent is trained and tested to optimally solve the O3D-BPP on a
custom dataset with known baseline efficiency. The simulation
environment is able to mimic real-life scenarios like toppling,
gaps in packing and orientation changes. This work will abridge
the gap between simulation and real-world scenario and the
trained algorithm will be easily deployed in a real-world system.
We aim to deploy the model learnt in the simulation on a
prototype of the robotic sorting centre created in our lab.

I. INTRODUCTION

In a typical Distribution Center (DC), the internal trans-
portation of goods and parcels is majority of the work.
The work of internal transportation comprises of recognition
of type of goods, tight packing of goods in containers
and optimal path planning of the vehicles carrying these
containers. In this paper we will discuss the solution to the
problem of tightly packing goods inside a container. It is
mathematically equivalent to Three Dimensional Bin Packing
Problem (3D-BPP) which is also a well known problem in
computer science. It is a NP-hard problem and therefore
it has no known optimal solution. A more difficult variant
of the problem is called Online 3D-BPP (O3D-BPP) where
the information about the boxes to be packed is not known
in advance. The best known solutions to O3D-BPP uses a
greedy approach and performs only marginally better than
simple greedy approaches like first fit, next fit and worst fit.

The difficulty of O3D-BPP is dependent upon the hetero-
geneity of the boxes to be packed, the number of containers
available for packing, allowed orientations of boxes, weight
restrictions and stability constraints. A scenario with less
heterogeneity and more constraints is easier to solve because
the possible positions for placement of boxes is limited
and therefore a partially exhaustive search becomes feasible.
Another challenge associated with on-line problems like
O3D-BPP is unavailability of a ground truth for comparison
and requires some work to generate base line cases so that
meaningful comparisons can be made.
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Fig. 1: The figure illustrates online 3D bin packing problem
for a distribution center where parcels are coming on the
conveyor belt and a robotic arm is packing the parcels in a
container. The incoming stream of parcels have a limited
visibility of at-most k parcels at a time and the robotic
system takes real-time placement decision based on the
visible sequence of parcels and training experience.

In this paper we propose a robotic solution to pick and
pack heterogeneous sized boxes in containers for a ware-
house or a DC. The tight packing of boxes in a container is
both a algorithmic as well as an implementation challenge.
A robotic packing system has several challenges associated
with physical placement of a box. When a box is placed
inside a container, the errors associated with toppling of box,
imprecise placement, unstable placement etc. accumulate,
because of which the expected position of placement and
the actual position of placement of the box are different.
In the problem of O3D-BPP it is essential that the actual
state of the container and the expected state of the container
updated by the algorithm should be identical. A mismatch
in these states can lead to a suboptimal packing plan which
will either effect efficiency of the packing or will cause a
collision of boxes and container with the robotic arm.

Therefore, to solve the problem of robot packability and
O3D-BPP, we propose a physics enabled open Al gym
environment to mimic real-life bin packing problem which
accounts the difference between the actual and observed state
of the container. We also explore a novel Deep Q-Network
(DQN) -based Deep Reinforcement Learning (DRL) method
to solve O3D-BPP in such an environment.

II. RELATED WORK

Offline Bin Packing Problem (both 2D and 3D) has been
studied widely from a theoretical perspective. O3D-BPP has
been surveyed from a warehouse point of view in a parcel
loading context and has been formulated as a knapsack
problem [1]. A more detailed study of nD-BPP is done in [2]
with comparisons of different algorithms in the literature.
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Fig. 2: The figure illustrates entire pipleline of the proposed
system

Most of the existing online methods focus on finding the
theoretical bounds for approximate or heuristic methods for
online bin packing [3] [4] [5]. The above heuristic methods
are known to have poor generalization leading to very limited
practical applications. Recent advancements in DRL have
shown promising results in solving various combinatorial
problems [6] [7]. This has encouraged people to use DRL for
solving bin packing problems [8] [9], but mostly restricting
them to the offline version. Thus the DRL framework has not
been explored exhaustively and hence, lays the foundation
for this work.

Robot packable solution for 3D bin packing problem have
been discussed in [10], [S], [11], [12]. Recently [13] dis-
cussed packing strategy of known items arriving in random
order.

A. RL approach to Combinatorial Problems

Heuristic algorithms are built specifically for a given
problem and hence cannot be used for a general purpose
problem. This challenge can be overcome by the use of
reinforcement learning techniques because of their high
adaptability. DRL techniques have shown promising results
in large state spaces [14], as well as large or continuous
action spaces [15]. Recent developments in DRL, have shown
to perform equally well or better than heuristic algorithms
in their respective problem areas and in some cases, even
their human counterparts too, AlphaGo [16]. A value-based
RL algorithm called TD(A), which uses temporal difference
between the g-values to update the policy of the agent, has
been used in [17] for Job-Shop Scheduling problem for
NASA payload processing task. Authors in [18] also propose
a Q-Learning (Q-Table) approach for Job-Shop Scheduling
problem by selecting proper state variables and implementing
2-step scheduling rules and epsilon-greedy strategy for action
selection.

B. Closed Loop and Transfer Learning to Real Systems

Singh et al. [19] used a similar method to learn optimal
policies using reinforcement learning techniques by directly
training from raw sensory inputs, such as camera images. The
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Fig. 3: This figure shows the setup of the depth camera along
with the container. The camera captures depth images from
a bird’s-eye view. The field-of-view (FOV) is larger than the
container and so the depth image is cropped before training.
The blind zone area area varies inversely with the camera
height

authors first trained the agent in a simulation set up and then
trained on real-robotic system to perform tasks like pushing,
cloth draping and book keeping on the shelf. However, it
requires goal examples apriori to train a classifier and also
manual labeling during real-world interaction.

III. ROBOTIC SOLUTION TO O3D-BPP

The proposed solution has a robotic assembly as shown
in Fig. 1 and Fig 3. It has a robotic arm and a depth camera
to estimate the pose of the incoming box for picking. The
packing decision is made by an RL agent based on the feed
of the depth camera. The RL agent has learned the optimal
way of packing by experimenting with millions of boxes in a
realistic physics enabled simulation environment. In section
IV we explain how this simulation environment is created
and in section V we discuss how the agent is trained in this
environment.

IV. SIMULATION ENVIRONMENT

For the purpose of training and testing the RL agent, we
created two simulation environments. The first one is a static
environment built on structured 2D array. This environment
ensures non-overlapping of boxes, stable placement and
robot packibility, but cannot mimic real-environment un-
certainties like toppling, imprecise and unstable placement.
The second environment is a physics-enabled Open Al Gym
environment developed in PyBullet [20]. The pybullet envi-
ronment exactly replicates the real world and takes account
of all the uncertainties mentioned above. In such an envi-
ronment, the RL agent can be better trained to pack boxes
in a real world and can also learn certain hacks of packing
which are possible only in a physics enabled environment.
Following subsections contains details of implementation of
each environment:
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Fig. 4: A box being placed in a structured array env.

A. Structured array environment

The structured array-based environment consist of 2D
array of dimensions L € N and B € N representing a
container in which boxes are to be packed. There can be
n such containers and therefore n 2D arrays representing
those containers. The height of the container is the maximum
value allowed at any location (x,y) such that 0 < = < L
and 0 < y < B. The non-overlap of boxes is modeled by
consideration of space availability for the placement of a
new box. A rectangular grid is overlayed on the point of
placement of the box and the values in the rectangular grid
are checked. If the all are equal and the height of the box does
not protrude the container, then the box is placed, otherwise
another placement location is sought. A visualization of 2D
array for one empty container and a box is shown in Fig 4.

B. Physics-enabled OpenAl Gym environment

The Physics-enabled OpenAl Gym environment is created
in PyBullet (Fig. 5). In contrast to structured array environ-
ment, the physics enabled pybullet environment can simulate
real world properties. The PyBullet simulation environment
is compatible with OpenAl Gym framework for ease of
testing with different libraries like Tensorflow, PyTorch,
Theano etc.

Fig. 5: PyBullet Simulation: Boxes of varied dimensions
being packed in a green container
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Fig. 6: Top view of the container. As evident, the physics-
enabled simulation takes into account the toppling, gaps
while packing and orientation changes.

The environment consist of containers with boxes placed
inside them and depth cameras viewing each container from
the top (Fig. 3). When the environment is asked to return
the current state, the depth camera takes snapshot of the
container and returns it to the algorithm for decision making
of box placement (Fig. 6). The environment is capable of
simulating gravity, friction, toppling, slips etc. making it
perfect replica of real world. The richness of environment
helps in training of a robust decision making agent.

A practical challenge with the simulation environment is
that the view of camera can be hindered by the placed boxes,
thereby creating blind zones where no box can be placed as
the place is not visible (Fig. 3).This problem was solved
by increasing the height of the camera upto an extent from
where the blind zones became insignificant.

One of the biggest advantages of this custom-built Py-
Bullet environment is that it helps to build a closed-loop
system. In real-world scenario, the box is not kept at the
intended location in the container due to inherent calibration
errors and thus there is always some offset in the placement.
In many situations, the box also topples due to larger box
weight than the box beneath. Thus the actual state space
becomes very different from what would have been believed
to be. If this is not taken into account in the algorithm, the
error will propagate with every step of box placement and
might lead to a crash of the entire robotic system.

V. DRL ALGORITHM

The solution of O3D-BPP is proposed using a combination
of heuristics and RL techniques. The following sections
presents the DRL network architecture, reward functions and
algorithm flow:

A. DRL Network Architecture

The neural network architecture used is shown in Fig.
7. The current state and the believed state is concatenated
before passing it through a max-pool layer. The vector is
then flattened. The first hidden layer contains 800 units, the
second layer has 400 hidden units and third has 200 hidden
units. The output of the network is a one dimensional scalar
which represents the Q-value estimate.

B. Choosing placement location

The placement location will be any point in a m X n
grid. Initially, we were processing all the points in a matrix
for every action. However, this method was computationally
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Fig. 7: The proposed DQN architecture
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expensive and unrealistic, especially in the case of PyBullet
simulation, wherein the state space can be as large as
1000 x 1000 pixels. Hence, only the corner positions are
chosen as the potential points to keep incoming boxes. The
pointlist, starts with a [0, 0] or the top-left corner in its list.
As the boxes are packed in the container, the corner positions
of the added boxes are appended in the list.

C. Reward Function

At each time step ¢, the agent performs an action by
placing a box at one of the feasible locations and receives a
reward based on the below formulation:

Ubox,t Vhole,t

re = P — B2 + B3stdy — Bagradient,

‘/container Vcontainer

where [3; are the constant scalars. The first term in (1)
is proportional to the volume of the box placed in the
container while the second takes into account holes/vacant
spaces created by keeping the box, if any. It has been
seen that level packing (as humans do) ensures greater
packing efficiency and stability. Thus, the third term is
proportional to the standard deviation of the state space:
std; = (standardfdevialtion statespace))’ lower the standard
deviation (i.e. more leveled the height is), the greater the
reward is. The fourth term checks the gradient along the
four sides of the newly added box. If the added box does
create a new height, the gradient will be higher and thus, a
lower net reward.

A terminal reward is also computed to check the perfor-
mance of the agent during the entire episode.

T = ‘/pack:ed

‘/container
where Vjqckeq 1S volume of the boxes packed in the
container and V.ontainer 18 the volume of the container itself.
This terminal reward is back-propagated through all the steps
in the episode with a discount factor p = 0.99 before insertion
into the replay buffer.

VI. TRANSFER LEARNING TO LAB PROTOTYPE

A prototype of sorting centre was developed in the lab
using a UR10 robot. The system consists of a conveyor belt
on which parcels of different dimensions come in a stream.
The parcels are ordered and singulated using a different
module of the system which is out of scope of this study. The
singulated parcel is picked up by the robotic arm and place
inside the container. We aim to fine-tune the model learnt
in the simulation by doing few trial runs and ultimately, test
the efficacy of the model by placing heterogenous box sizes
in the containers.

VII. FUTURE WORK

We have tested the above mentioned DQN algorithm in the
matrix-based environment whose results are shown in Fig. 8.
We aim to test the same in the PyBullet environment after
incorporating more capabilities in the simulation system.
We are also working on adding complexities in neural net

Algorithm 1 Deep Q-learning for Container Packing
1: Initialize replay memory M to capacity N
Initialize action-value function ) with random weights
for episode = 1, F do
for file =1, F do
Reset the container state s
cornerlist = [0, 0]
for t =1,T do
Read the incoming box dimensions
Possible placement locations (actions) will be
in cornerlist

R A R o

10: With probability € select a random action
(location) a;
11: else select a; = max, Q*(&(s¢), a; 0)
12: Execute action a; in environment and observe
reward 7; and state s;4;
13: Update cornerlist with the box corners
14: Store transition (s, 74, S¢41) in M
15: Backpropagate terminal reward T through all the
steps in the episode
16: Sample random minibatch of transitions
(Sj, T, Sj+1) from M
r; for terminal s;4;
17: Set y; = ¢ rj +ymaxy Q(sj41,a";6)
for non-terminal s;4;
18: Perform a  gradient descent step on
(y; — Q(o5, aj;H))2 according to equation ??
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Fig. 8: The DRL agent learns to efficiently fill a container
in structured env. scenario

architecture by making it multi-input and multi-ouput, so
that it can extract better features from the input states. The
last leg of the project will include turning the lab prototype
of the robotic sorting centre into a closed-loop system, and
achieving packing efficiency of atleast 80%.
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